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Abstract:

**NERSC 9: A Pre-Exascale System for Simulation, Data, and Learning**

NERSC's next supercomputer, named after Nobel Prize winner Saul Perlmutter, will be NERSC's first system designed explicitly to support simulation, learning, and data analysis. Perlmutter, to be delivered in late 2020, will have 3-4 times the capability of NERSC's Cori system and take the Department of Energy's Office of Science HPC community on its next step toward exascale computing. Perlmutter will be a Cray system with both AMD CPU-based nodes and nodes accelerated with NVIDIA GPUs, connected by Cray's "Slingshot" high speed network that will support compatibility with ethernet networks, greatly facilitating connectivity and data transfer outside the system. To further enhance its data capabilities, Perlmutter will have a single-tier all-flash HPC file system. This talk will describe the system, its capabilities, and NERSC's plans for enabling simulation, data analysis, and machine learning applications to use it efficiently and effectively.