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Faster, Scalable Code, Faster

Intel” VTune™ Amplifier Performance Profiler

 Advanced Hotspots Hotspots viewpoint (cha ) INTEL VTUNE AMPLIFIER XE 2017
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“Last week, Intel® VTune™ Amplifier
helped us find almost 3X

performance improvement. This Clgire_ Cates _ N
week it helped us improve the Principal Developer http://intel.ly/vtune-amplifier-xe
performance another 3X.” SAS Institute Inc.
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Intel” VTune™ Amplifier

Tune Applications for Scalable Multicore Performance

Agenda
= Data Collection -
Rich set of performance data

= Data Analysis -
Find answers fast

= Flexible workflow —

— Useri/f and command line
— Compare results
— Remote collection

= Advanced Features
= What's New
= Summary
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# Locks and Waits L

Grouping:| Sync Object/ Function / Call Stack

% Caller/Callee

Sync Object / Function / Call Stack

» Manual Reset Event (kf04628bd

INTEL VTUNE AMPLIFIER XE 2017
¥s Top-down Tree | | B8 Platform
Wait Time v

Wait Time by Thread Concurrency ¥ = R . A fl Viewing 4 1of1 |» selected stack(s)

Oidie @Poor 00Ok Bldeal @ Over

100.0% (71.808s of 71.808s)

ETbb.d\l!func@&xlDDDSEDDMﬂ?f[_ ~
tbb.dIl[Unknown stack frame(s)] - -
tbb.dlllfunc@0x10008fb0+0x3¢c - [u-

0.003s | ¥ | MSVCRI0.dIIl_endihreadex+0x43_

1 w
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» Thread Pool 38303 D [ ] 1 Os
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Two Great Ways to Collect Data

Intel” VTune™ Amplifier

Uses OS interrupts Uses the on chip Performance Monitoring Unit (PMU)
Collects from a single process tree Collect system wide or from a single process tree.

~10ms default resolution ~1ms default resolution (finer granularity - finds small functions)
Either an Intel’ or a compatible processor | Requires a genuine Intel” processor for collection

Call stacks show calling sequence Optionally collect call stacks

Works in a VM only when supported by the VM

Works in virtual [ t
orks in virtual environments (.., vSphere*, KVM)

- Easy to install on Windows
- Linux requires root (or use default perf driver)

No driver required Requires a driver

No special recompiles - C, C++, C#, Fortran, Java, Assembly
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A Rich Set of Performance Data

Intel” VTune™ Amplifier

Software Collector Hardware Collector

Advanced Hotspots
Which functions use the most time?
Where to inline? — Statistical call counts

Basic Hotspots
Which functions use the most time?

Concurrency General Exploration
Tune parallelism. Where is the biggest opportunity?
Colors show number of cores used. Cache misses? Branch mispredictions?

Locks and Waits
Tune the #1 cause of slow threaded performance:
— waiting with idle cores.

Advanced Analysis
Memory-access, HPC Characterization, etc...

Any IA86 processor, any VM, no driver Higher res., lower overhead, system wide

No special recompiles - C, C++, C#, Fortran, Java, Python, Assembly
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Example: Hotspots Analysis

Summary View

]
Elapsed Time " : 5.554s CPU Usage Histogram
- L This histogram displays a percentage ofthe wall ime the specific number of CPUs were
M T 10.504s running simultaneously. Spin and Overhead time adds to the Idle CPU usage value.
Instructions Retired: 21,695.000,000
CPIRate “: 1257
. 257 o |
CPU Frequency Ratio 1.041 E =
O
Total Thread Count: 9 % Ny
Paused Time 0s 15s- @ §|
= T |
E 2
:
Top Hotspots 1s1 |
This section lists the most active functions in your application. Optimizing these hotspot |
functions typically results in improving overall application performance. 058 |
= |
Function Module CPU Time |
grid_intersect 3_tachyon_omp.exe 5539s 0
sphere intersect 3_tachyon_omp.exe 3247s ] 1 2 3 4
func@0x1002e59d libiomp5md.dll 0.148s -E_H m
shader 3_tachyon_omp.exe 0117s
KeDelayExecutionThread ntoskrnl.exe 0.091s Simultaneously Utilized Logical CPUs
N4 i5 applied to non-s: able metics. -
= o momsdm Collection and Platform Info
This section provides information about this collection. including result set size and collection
platform data.
Average Bandwidth
Package Total, GB/sec Read, GBfsec Write, GBfsec
package 0 5715 3.504 2212
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Example: Concurrency Analysis
Bottom-up View

8 Concurrency Hotspots by iewpoir I Intel VTune Amplifier XE
& Analysis Target i e ection Log | | Kl Summary % Caller/Callee | | #% Top v Tree | | BB Tasks and Frames
Grouping:  |Function f Call Stack v |La| [ Data Of Interest {CPU Metrics) W
Function / Call Stack CPU Time by Utilization ki Wait Time by Utilization ov.® Thee.. Module Start S Frifiewing 4 1of21 b selected stack(s)
Didle @Poor 0Ok @ Iideal @ Over Didle @Poor 00Ok B Ideal @ Over e | €= e 31.8% (1.703s of 3.3605)
grid_int.ersect saoo- N Os 4.527s 3_tachyon_omp.exe Cxd0cTf0 grid_mt.ersect g_tEChyDl'I_DI'ﬂFI.ExE!'g’rI’d’_II"ItErSECt- grid. A
[#lsphere_intersect - Os 2.914s 3 tachyon_omp.exe Oxdlacal sphere_intersect
BSwitchToThread 0.926s [ 09855 0901s KERNELBASEdIl  0xI0047e49  SwitchToThread 3_tachyon_omp.exelintersect_objects= ..
kmp_launch_thread 0.874s [ 21045 [ 0.874s 0.008s libiompSmd.dil Ox1004b0d0  _ kmp_launch_thread 3_tachyon_omp.exelshader+0x357 - sha...
[# grid_bounds_intersect 0.297s [ Os 0.215s 3_tachyon_omp.exe Cwd0cdfl grid_bounds_intersect 3_tachyon_omp.exeltrace+ (2f - trace_re...
[#shader 0.106s] Os 0.066s 3_tachyon_omp.exe DwdD6b50 shader(struct ray *) 3_tachyon_omp.exelrender_one_pixel+0...
[ GdipDrawlmagePointRect! 0.098s| Os 0.098s gdiplus.dil 10060336 GdipDrawlmagePointRect! 3_tachyon_omp.exelthread_trace+(x2c9...
[ pos2grid 0.000s | Oz 0.074s 3_tachyon_omp.exe Oxd0cd10 pos2grid libiompSmd.dill_kmp_invoke microta..
Selected 1 row(s): 5.360= 0z| 4.527s w
< > < N libiormp3imd.dill[OpenMP dispatcher]+...
Qut : O.:Ss 1:5 1‘I55 ?_Is 2.‘55 3‘5 3.‘5; 4‘5 4.‘55 5‘5 5.‘55 5‘5 ' Ruler Area Q
OMP Worker Thread #1 FETITTT T W W TN T P v T T T T TR T L P . (A g =
OMP Wgrker Thread £2 ERCTTVRY T T TR NWW TNV W Wy v r VWP T T T W Thread =
thread _video (TID: 5712 [ A L L S W I V0 W i N N A I i
= |OMP Worker Thread 23 IV UTEEEYECTITE  CWCIETI WE WL I T PR W O o Ty W T TN T U [ Running
ﬁWInMalnCRTStartup (Tl | B O T Y T Y T I ) [N | I Ir i i | T TR T T T %] waits
7 [func@0x100097fe (TID: e g——
Mk Overhea...
= cpu Sample
] Transitions
» il Overhea...

No filters are applied. Any Process v I Any Thread ~ I Any Module
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Example: General Exploration

Bottom-up View
™ General Exploration General Exploration viewpoint (change) @ INTEL VTUNE AMPLIFIER XE 2017

B8 Collection Log| | @ Analysis Target Analysis Type | | Kl Summary | EREITIEIY % Event Count| | B8 Platform
Grouping:| Function / Call Stack v @E
. . . . B Bad Speculation @ Back-End Bound @ . B Al
Function / Call Stack Clockticks ¥ Instructions Retired CPI Rate Front-End Bound = : = Retiring I
Branch Mispredi..| Machine Clears Memaory Bound (/| Core Bound =
4.293.700.000 09,300,000 1.287 % 42% 0.4% 27.0% 9.0% | 3_tachyo
» sphere_intersect 8.569.000.000 7.885.000.000 1.087 6.2% 0.0% 18.2% 224%  3_tachyol
» func@0x1002259d 374,300,000 311,600,000 12M 51% 0.0% 0.0% 50.8% | libiompbr
» shader 271.700.000 195,700.000 1388 10.5% 0.0% 36% 0% | 3_tachyo
» KeDelayExecutionThread 220,400,000 110,200,000 2000 17.2% 0.0% 0.0% 345%  ntoskml.e
» func@0x1401514f0 212,800,000 26,600,000 8.000 13 0.0% 2 0.0% 26. ntoskrnl.e
p tri_intersect 195.700.000 210,900,000 0928 0.0% 0.0% 24 3% | 3_tachyol
p __kmp_x86_pause 144.400.000 43,700,000 3304 9.7% 0.0% 0.0% 0.0% 72.4% | libiompbr
» [wowb4cpu.dil] 104,500,000 41,800,000 2500 18.2% 0.0% 0.0% 0.0% 54 5% wowbdcp
# light_intersect 87.400.000 57.000.000 1533 10.9% 0.0% 10.9% 0.0% 10.9% | 3_tachyoi
p func@0x10013010 81,700,000 247,000,000 033 0.0% 0.0% 0.0% 326% 46.5%  gdiplus.d
» VMNorm 66,500,000 34,200,000 1.944 14.3% 0.0% 14.3% 286% 14.3% | 3_tachyoi
p func@0x10009¢00 58,900,000 125,400,000 0470 0.0% 0.0% 0.0% 0.0% gdiplus.d
» SleepEx 58,900,000 17,100,000 3444 0.0% 0.0% 0.0% 32.3% kemelbas
p _ libm_sse2_pow 55,100,000 26,600,000 2001 17.2% 0.0% 0.0% 0.0%  libmmd.d
» func@0x140159900 55,100,000 11,400,000 4833 0.0% 0.0% 0.0% ;. 17.2% | ntoskml.e ¥
< >

Find real CPU stalls due to cache misses, instruction fetch misses, branch misprediction, and a lot more.
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Intel” VTune™ Amplifier

Tune Applications for Scalable Multicore Performance

Agenda
= Data Collection -
Rich set of performance data

= Data Analysis -
Find answers fast

= Flexible workflow —

— Useri/f and command line
— Compare results
— Remote collection

= Advanced Features
= What's New
= Summary
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# Locks and Waits L

Grouping:| Sync Object/ Function / Call Stack

% Caller/Callee

Sync Object / Function / Call Stack

» Manual Reset Event (kf04628bd

INTEL VTUNE AMPLIFIER XE 2017
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Find Answers Fast

Intel® VTU neTM Ampllﬁer a Intel VTune Amplifier Xt

1 Tree| | BR Tasks and Frames

AdJ u St Data G rou pl n g Grousing: [Function / Call Stack - (2] || p=ta OF Interest (CPU Metrics) [

« ¥ Viewing 4 10f49 b selected stack(s]
E . Call Stack Function / Call Stack CPU Time by Utilizationw w Overhead g £l
unction - L.a ac ! i B% (L :
@1die @ Poor [ Ok @ Ideal @ Over and Spin Time | 22.8% (1.029s of 4.507s) |
- ion - I FircObject: i so7: (T -
Module - Function - Call Stack EFireObject:checkCollision 07 U SystemProceduralFire DLL!FireObject::c..,
5 Fil E . Call 5 K [+ FireObject:ProcessFireCellisionsRange 3.4445-:_ Os _ ) .
ource File - Function - Call Stac EINWaitForSingleObject 3.a06- (R 3.406< SystemProceduralFire.DLL!FireObject:Pr...
Thread - Function - Call Stack K. WaitForsingleObjectex< Waitforsir| 3350 (I 22095 | SystemProceduralFire DLLIFireObject:fi..
. . F. RtlpWaitOnCriticalSection< RtlEnte 00075 | 0.007s Smoke.exe!ParallelForBody:operator()+...
... (Partial list shown) basic N
Elstd:basic_ifstream<char,struct stdichar | 33595 [0 RN {05 || Smoke.exel[TBE parallel_for on class Para..
l l . k ] " Ogre:FileSystemArchive:open 33595 \:_ 0s Smoke.exeltbbiinternal:start_for<class ...
® ices oe: I /o
DO u b e C I C F u n Ct I O n [ CBaseDevice:Present 3006 Uiis Smoke.exelTaskManagerTBE:ParallelFo...
Selected 1 row(s): 4.507= [ L Oz -~
. = SystemProceduralFire. DLLIFireObject:Em...
to View Source ‘ S S .

Ruler Area -
pu 7 Frame

1 T I T I ! 1
QO QO 500ms 25600ms 25700ms 25800ms

Click [+] for Call Stack [Esmoteee

Filter by Timeline Selection o s

_endthreadex (TID
_endthreadex (TID -
. . CPUUsage ml Mk Overhead and Spin Time
(or by Grid Selection) S —————way ge——————— e L
/ Y.

Process ( Thread [ Module |z| L
[ Running

Process / Th

4 =1 Tasks

Zoom In And Filter On Selection
Filter In by Selection D%

Mo filters are applied. Any Process fv Any Thread Any Module Any Utilization .

. User funct A Functi I
FRemowe All Filters ser munc unctions only |z|

Filter by Process Tuning Opportunities Shown in Pink.
& Other Controls Hover for Tips
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See Profile Data On Source / Asm

Double Click from Grid or Timeline

View Source / Asm or both CPU Time Right click for instruction reference manual

Intel VTune Amplifier XE

sis Type | | B8 Collection Log

e

el [ grid.cpp 3

Bl Summary | | *% Botf

Caller/Callee| % Top-down Tree| | BB Tasks an

@ @ @ L_ IAssemny grouping: | Address I

4

Source CPU Time: Total ... m Sour... CPU Time: Total .. m -
line Source Addressa 7o O Asse bly =
D Idle B Poor [00Ck L D idle B Poor D Okl _|
. . . 0.017s] 0:418b6d 580 cmp dword pti  ep-0x190], 0x| 0.120s| =
Q u |C k AS m n aV | g atl O n O 0x418674 580 jz 0x418bed <l dck 58> 0.379s0 f
0x418b76 Block 54:
Select SOU rce to h Ig h I Ig ht Asm N _— 0:418b76 581 mov edx, dword ptr [ebp-0x190| 0.090s] E
oo |_ 0xd18b7c 581 mov eax, dword ptr [edwx+0xd] [].[]2[];| —
cur = g->cells[voxindex]; g 0x418b7f 581 mov ecx, dword ptr [eax] 3.8535_ =
580 while (cur != NULL) [ 0.499=zy 0xd18b81 581 mov edx, dword ptr [ebp+0xc] l.SUU;- |
if (ry->mbox[cur->obj->id] ! 0x418b34 581 mov eax, dword ptr [eds+0x10]| 0.030s| =
582 ry->mhox [cur->obj->id] = r© 0.5475' 0x418b87 581 mov edx, dword ptr [ebp+0xc] E
583 cur->obj->methods->interse| 1.769s [ _ | 0x418b8a 581 mov eax, dword ptr [eaxtecx*4) 0.040s| I
584 1 = 0x418b8d 581 cmp eax, dword ptr [edx+0xc] 1.262;- E
585 Cur = Cur->next; 0.568s]) = 08630 581 jz Ox4l8bdé <Block 57> =
586 ) 0.070s| B oxa18092 Block 55: =
587 CUrvox.z += Step.z; 0.070s| =! Ox418b92 582 mov ecx, dword ptr [ ax130) 0331s0
588 if (ry->maxdist < tmax.z || cu 0.1005| '\Ux418b98 582 mov edx, dword ptr [l ®4] 0.1165'
Selected 1 row(s): 77955 -/ Highlighted 9 re. s): 7.795s5 -
4 ] 4 | 2 N 4 |J 4 |m 3

Scroll Bar “"Heat Map” is an overview of hot spots Click jump to scroll Asm
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Timeline Visualizes Thread Behavior

Intel” VTune™ Amplifier
7 Transitions dusk CPU Time

Locks & Waits Basic Hotspots Advanced Hotspots
L B T T T T T — T T T T T T T T T T
Coo Qb Q- 29,86 29.57s 29.88s 29.8% 29,9¢ F |Ruler Area 29.9% 29,965 29,93 30.05s 30.1s 301t
o arm wrs T T T = fruvrers_arsrrneren, A reenrvn e, e T
. Tt . . = Frame =
WWinMaINCRTS Ertu. . Thread T —
rhread (0x1364) B Running e PO .
8 [thread (ox1350) ) waits — } i
£ [Thread (0x1374) =7 User Task S |~ e T — ]
Thread (0x137c) Transition sy | [TIPEEEEE———
Trvesd 01359 [7] Thread Concurrency . | e i oo i EE
e e T
Thread Conaurency | St A 12 « SURMMNIOISOR | 0 St ||| ) o oo ot
« ‘[ » | » = r
/ - \ = User Task
=P Frame 8 Transition T
Frame Transition Start: 29.958s Duration: 0.018s
H ove rs: Start: 29.858s Duration: 0.017s wWinMainCRTStartup ((:12d4) to Thread (0:138c) (29.899s to 29.899s) Task Type: Smoke:FrameWork: execute(): Other
Frame: 72 Sync Object: TBB Scheduler Task End Call Stack: Frameworl::Execute
Frame Domain: Smoke:Framework:execute(}| | Object Creation File: taskmanagertbb.cpp
Frame Type: Good Object Creation Line: 318 CPU Time
Frame Rate: 59.8242179 94.233472%

Optional: Use APl to mark frames and user tasks ¥ ®Frame < User Task

Optional: Add a mark during collection  [2MarcTimeine ]
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Visualize Parallel Performance Issues

Look for Common Patterns

Thread
B Running
[ Waits

Q2 Qb - 5s 6 6.55 Is 75 8s 8.5s
A S

e e - -
0y
[ [ e €PU Timel
OMP Warker Thread 21 Transitions
- {0:1790) CPU Usage
Oa. rse ral I I OMP Worlker Thread #2 b ERl s
(0:228¢) Thread Concurrency
ik Concurrency
OMP Worker Thread 23
ocks [ [

Thread Concurrency

Thread

«

QoG- Qe 2s6s 2875 2E8s i < Thread
mainCRTStartup (0x23f | - R Running
) UL I vt 0 waits

lluly CPU Time LOW
Transitions

¥] CPU Usage

e CPU Time

= “ Concurrency

Thread

= OMP Worker Thread =1
Hi Loc e
OMP Worker Thread #2
(0x1550)

OMP Worker Thread £3 [ELTRICRTLLTIOCTIT AT

Contention

e Qb C=Ci ; : 9 3 g Thread
mainCRTStartup (Ol cc B Running
)

[ Waits
OMP Worker Thread #1
oa

dllidy CPU Time
Transitions
(OMP Worker Thread #2
(0x25c4)

OMP Worker Thread 3
Mmpatance 2002
0 s | — |
Thread Concurrency :

Thread

Optimization Notice

Copyright © 2018, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of oth




Tune OpenMP for Efficiency and Scalability

Fast Answers: Is My OpenMP Scalable? How Much Faster Could It Be?

OpenMP Analysis. Collection Time: 14.490

1) Serial Time (outside any parallel region): 4.020s (27.7%)
Serial Time of your application is high. It directly impacts application Elapsed Time and scalability. Explore options for parallelization, algorithm or
microarchitecture tuning of the serial part of the application.

@ Parallel Region Time: 10.469s (72.3%)
Estimated Ideal Time: 7.115s (49.1%)
2) > Patential Gain: 3.354s (23.1%)

The time wasted on load imbalance or parallel work arrangement is significant and negatively impacts the application performance and
scalability. Explore OpenMP regions with the highest metric values. Make sure the workload of the regions is enough and the loop schedule is..

Top OpenMP Regions by Potential Gain

This section lists OpenMP regions with the highest potential for performance improvement. The Potential Gain metric shows the elapsed time that
could be saved if the region was optimized to have no load imbalance assuming no runtime overhead.

OpenMP Region Potential Gain (%) Elapsed Time
2) > conj_grad_%$omp$parallel: 24 @/home/vtune/work/apps/NPB/NPB3.3.1/NPB3.3-OMP/CG/cg.f:514:695 3.294s5 22.7% 10.208s
MAIN__$omp$parallel: 24 @/home/vtune/work/apps/NPB/NPB3.3.1/NPB3.3-OMP/CG/cq.f1185: 231 0.059s 0.4% 0.260s

The summary view shown above gives fast answers to four important OpenMP tuning questions:
1) Is the serial time of my application significant enough to prevent scaling?

) How much performance can be gained by tuning OpenMP?

) Which OpenMP regions / loops / barriers will benefit most from tuning?

) What are the inefficiencies with each region? (click the link to see details)

A W N
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Tune Applications for Scalable Multicore Performance

Agenda
= Data Collection -
Rich set of performance data

= Data Analysis -
Find answers fast

= Flexible workflow —

— Useri/f and command line
— Compare results
— Remote collection

= Advanced Features
= What's New
= Summary
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Command Line Interface

Automate analysis

amplxe-cl is the command line:
— Windows: C:\Program Files (x86)\Intel\VTune Amplifier XE
\bin[32|64]\amplxe-cl.exe
— Linux: /opt/intel/vtune amplifier xe/bin[32]64]/amplxe-
cl
Help: amplxe-cl -help

™ Choose Target and Analysis Type Intel VTune Amplifier XE

Ident tfyy ur most time-consuming s code. This analysis type c;
b dt pf| e the systmbtmust th | h pp\ catio fp

Use Ul to setup
1) Configure analysis in Ul =
2) Press “Command Line...” button T B o
3) Copy & paste command —

Great for regression analysis — send results file to developer

Command line results can also be opened in the Ul
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MPI Analysis

Command line:
> mpirun -n 16 -ppn 4 -1 amplxe-cl -collect advanced-

hotspots -trace-mpi -result-dir my result -- my app.a
Or use gtool:

> mpirun -gtool "amplxe-cl -collect memory-access -result-
dir my result:7,5" my app.a

Each process data is presented for each node they were running on:

my result.host namel (rank 0-3)
my result.host nameZ (rank 4-7)
my result.host name3 (rank 8-11)
my result.host name4 (rank 12-15)
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Interactive Remote Data Collection

Performance analysis of remote systems just got a lot easier

Interactive analysis Command line analysis

1) Configure SSH to a remote Linux* target 1) Run command line remotely on
Windows* or Linux* target

2) Choose and run analysis with the Ul
2) Copy results back to host and open in Ul

Intel VTune Amplifier XE

® Choose Target and Analysis Type

Analysis Type

@ Analysis Target

@) local
@ remote Linux (S5H) Launch Application v | wia SSH | username@hostname w e Choose Analysis
3 Intel Xeon Phi coprocessor (native) Specify and configure your analysis target: an application or a script
{3 Intel Xeon Phi coprocessor (host launch) to execute. Press F1 for more details. &% Binary/Symbol Search
Application: ChTest Cases for AXE\Sm w [& Source Search
Application parameters: v Modify...

Conveniently use your local Ul to analyze remote systems

Optimization Notice

Copyright © 2018, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.



Compare Results Quickly - Sort By Difference

Intel” VTune™ Amplifier

Quickly identify cause of regressions.

= Run a command line analysis daily

= |dentify the function responsible so you know who to alert
Compare 2 optimizations — What improved?

Compare 2 systems — What didn't speed up as much?

Grouping: [Funcﬁnn [ Call Stack

Function / Call Stack CPU TimeDifference

E FireObject::checkCollision SystemProceduralFire.DLL
FireQObject::ProcessFireCollisionsRange) 4.644s SysternProceduralFire.DLL S643s - 0.999< l
dllStopPlugin 3.765s RenderSystem_Direct3D9.0LL 9.184s [ (]
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Tune Applications for Scalable Multicore Performance

Agenda
= Data Collection -
Rich set of performance data

= Data Analysis -
Find answers fast

= Flexible workflow —

— Useri/f and command line
— Compare results
— Remote collection

= Advanced Features
= What's New
= Summary
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Java Analysis

« Multiple simultaneous JVMs

& Memory Access - Hardware Issues /4 @ Intel V

P Analysis Target Analysis Type | |8 Collection Log | | 1 Summary +% Top-down ¢ Sampllng IS faSt / unObtrUSIVe
Snophs, |t /ol e « Mixed Java / C++ / Fortran

Hardware Event Count
Function / Call Stack UK U... v CPI Rate ‘ LLC Miss

e T e o5t @ » See results on the Java source
®jnt::samark2::FFT::transform_internal 11,520,000,000 5,362,000,000

#jnt::scimark2::SOR: :execute 10,998,000,000 16,324,000,000
®jnt::scmark2: :Random: :nextDouble 8,426,000,000 5,056,000,000
#jnt::scimarl FT::bitreverse 1,362,000,000 368,000,000
#jnt::samark2::MonteCarlo::integrate 902,000,000 236,000,000

|
|
|
®jnt::scmark2::LU:: factor ] 9,422,000,000 15,072,000,000
|
f
l
[
I

13,430,000,000 19,360,000,000 ion Log I i e| | B Summary| | #% Bo up| |#% Caller/Callee| | %
| &, |.Assernbh-I grouping: |Address W
L3 L=l 1s 25 35 4 5 6s 75 8 95 10s 1iis W B~
|___Inreao wxiow) | Source cPy cPU
Thread (0x2b8) T Seurce Time: Time:
g Thread (0x1b48) Total Self
£ [ Thread (0x13e4)
Thread (0x1228) 1 | El I
Ehl return consume time (token)
Hardware Events =
32 1
]
33
34 JHIEXPORT woid JNICRALL Jawva MixedCall CallBackJavaFunc
35 (JNIEnv * JHNIEnv, jobject cbj, jint token)
36 : 67.6% 11.810s
37 jclass cls = (*JNIEnv)->GetlbijectClass (JNIEnv, obi):
38 jmethodID mid = (*JNIEnv)->GFetMethodID(JNIEnv, cls, "CallJdavaFunc",
33 (*INIEnv) ->CallIntMethod (JNIEnv, obj, mid, token): =
i } |
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Optimize Memory Access
Memory Access Analysis - Intel® VTune™ Amplifier 2017

INTEL VTUNE AMPLIFIER XE 2017

Tune data structures for performance

= Attribute cache misses to data structures :
H H H gF S B R D - .y

(not just the code causing the miss) e : |

| | Support for Custom memory allocato rS Grouping BandwwdmDum‘am/EandwwdmUmhzannnType/MemmyOb]e.x.:;/AanahnnS‘ack = v@@

Bandwidth Demain / Bandwidth Utiliz... CPUTime v ‘ L2 Migs Count
'v DRAM, GB/sec 840.803s D 6,000,180

Optimize NUMA latency & scalability e
» True & false sharing optimization =
= Auto detect max system bandwidth

905295 2.000.060
840.503 NN 6,000,180

Any Process - Any Thread v I Any Module L . Show inline fun vl Functions only vI

= Easier tuning of inter-socket bandwidth Bandwidth Domain / Bandwidth Utiliz.. CPU Time ¥ [ L2 Miss Count
. . v DRAM, GB/sec 840.803s D 6,000,180
Easier install, Latest processors ¥ High 5036355 WD 4000120
. . . . b stream.c:100 (381 MB ) 2.000.060
= No special drivers required on Linux* b stieam c:98 (351 MB) 2,000,060
f— . Medium 241638 D 0
» |ntel® Xeon Phi™ processor MCDRAM (high = 905295 8 5 000,060
bandwidth memory) analysis » MCDRAW Flat GB/sec 840,503 NS 6,000,180
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Storage Device Analysis (HDD, SATA or NVMe SSD)
Intel® VTune™ Amplifier

Disk Input and Output Histogram
Operation Type: | write

Are You |/O Bound or CPU Bound?

= Explore imbalance between I/O operations .|
25 li
(async & sync) and compute ; threshods or
= Storage accesses mapped to | “ /O Queue Depth
the source code : B e o m wi?m Savi/';it
= See when CPU is waiting for I/O O I TN © L .
= Measure bus bandwidth to storage e - =P
F= | Thread (TID: 0 ., (7 duk CPUTime
H %_‘: P A = 1/0 APls
Latency analysis 5§ m e L  SowTass
. = [¥] I/0 Queue Depth
u TU ne Storage accesses Wlth g% major fault Ml!OQueueDepth
. & F o [V] ® Slow
latency histogram : [1% Good
. . . Qi | __ v
= Distribution of I/O over multiple devices S k] e ey
=g tate
ag E /dev/sda W e 1O Wit
= Mk Active
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Agenda
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Rich set of performance data

= Data Analysis -
Find answers fast

= Flexible workflow —

— Useri/f and command line
— Compare results
— Remote collection

= Advanced Features
= What's New
= Summary
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BETTER: MPI, SNAPSHOT, CLOUD, PYTHON™, AND MORE
INTEL" VTUNE™ AMPLIFIER 2018 BETA

Latest Better Metrics Container Enhanced
Hardware Easier Tuning Support Profiling

= Support for Intel® = Better Application » Profileinside Locks & waits
Xeon Phi™ Snapshot: Merges Docker* & analysis for
processor MPI + Application Mesos* mixed Python*
(codenamed data containers and native code
Knights Landing)
» Enhanced metrics » Attachto = Memory
for MPI Running Java* consumption
applications: services & analysis for
Imbalance & critical daemons Python, C/C++
path rank
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APPLICATION PERFORMANCE SNAPSHOT
EASY PERFORMANCE SNAPSHOT FOR THREADED MPI APPLICATIONS

Quick & easy performance overview
» Does the app need performance tuning?
MPI and non-MPI Apps

= Distributed MPI with or without threading
» Shared memory applications

Popular MP|l implementations supported
= [ntel® MPI
= MPICH and Cray MPI

Richer metrics on computation efficiency
» CPU (processor stalls, memory access)
= FPU (vectorization metrics)

*Linux only
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Optimize Private Cloud-Based Applications

Profile Enterprise Applications Host . Container
un

=Native C, C++, Fortran* Intel VTune analysis Native
=Attach to running Java* services (e.g., Mail) Usﬁﬂﬂglr?;ce or Java
»Profile Java daemons without restart Get application

results

Accurate, Low-Overhead Data Collection = No container configuration required
u Detection of the container is automatic

=Advanced hotspots and hardware events S Advaced otspots Hopas vt (o) NTELWE P

1 ElCollection Log (D Analysis Target A Analysis Type & Summary 4 Bottor-up 4 Caller/Callee & Top-down Tree 1} Plattorm

. Grouping: Function / Call Stack v 5| a ||} cPu Time
=Memory analysis e
Function / Call Stack Effective Time by Utilization E 48.0% (6.891s of 14.081s)

Side @Poor § Ok @ideal @§Over [Compiled Java

=Accurate stack information for Java and HHVM* TR —— et

[Compiled
» jshort_disjoint_arraycopy 5.458s D + [Compiled
» funcg@0x91d85¢ 44645 @ [ ]
» lUNc@OxE20160 4205 @EBE

» spec jbb:infra-Collections.  3.524s (D
» specjbh-Warehouse retri 27225
H » IUNc@0x91chB0 25705 @INA
opular Containers Supporte T Y
< >

: ;
Qe s s 15 A5 2 305 3 s

.D k * Tweas 10 37)
ockKer Tvead 106360

* = rread i0: 5022, [
=sMesos

CPU Time

Software collectors (e.g., locks & waits) and Python* profiling are not currently available for containers.
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Tune Applications for Scalable Multicore Performance

Agenda
= Data Collection -
Rich set of performance data

= Data Analysis -
Find answers fast

= Flexible workflow —

— Useri/f and command line
— Compare results
— Remote collection

= Advanced Features
= What's New
= Summary
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Intel” VTune™ Amplifier

Faster, Scalable Code Faster

Get the Data You Need

Hotspot (Statistical call tree), Call counts (Statistical)
Thread Profiling — Concurrency and Lock & Waits Analysis
Cache miss, Bandwidth analysis...!

GPU Offload and OpenCL™ Kernel Tracing

Find Answers Fast

» View Results on the Source / Assembly

= OpenMP Scalability Analysis, Graphical Frame Analysis

» Filter Out Extraneous Data — Organize Data with Viewpoints
» Visualize Thread & Task Activity on the Timeline

Easy to Use

» No Special Compiles — C, C++, C#, Fortran, Java, ASM
* Visual Studio* Integration or Stand Alone

» Local & Remote Data Collection, Command Line

» Analyze Windows* & Linux* data on OS X*?
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Quickly Find Tuning Opportunities

CPU Timew ¥ (@] A
Function / Call Stack Effective Time by Utilization Spin | Overhead
Didie @ Poor @Ok @ Ideal @Over | Me| Time
@ FireObject::checkCollision 07 0s 0s
@ FireObject::ProcessFireCollisionsRange - 0s 0s
EINEWsitForSingleObject 0s 3.406s 0s
Eistd:: char,struct std::char_traits| 33595 [0 0s 0s
. Ogre:FileSystemArchiv 3.259: [ 0s 0s
[l CBaseDevice:Pre: 2335 I 0.671s s
Selected 1 row(s): 1.1515 0.728s 0s| v

See Results On The Source Code
Ew\ B @) [#)[a] ey oo <]

nnnnn CPU Time: Total by Utilization
Lm a Source
[Dide @Poor [0k B Ideal @ Over
81 for (int i = 0; i < mem array i max; it+) 0.300s ]
82 {
E] for (int j = 0; j < mem array_j_max; j++) 4936 [
84 {
85 mem_array [j*mem array_j_max+i] = *£ill_val| 7.207s [EENMENNNN

Tune OpenMP Scalability

() OpenMP Region CPU Usage Histogram

255 :
£ 0
E s 2
E 3}
815 g

1s

D55

g 3
e e el B
[]'® cPU Sample
Thread Concurrency _ (7] 7 Tasks
< > » | [ 7 Tamitions




Intel® Parallel Studio XE

©

{=

5 ® :

o Intel® Inspector Vectorizati OITe_l t_AdV(:STgr 4 Prototvoi

3 3 Memory and Threading Checking ectorization Optimization an rea rototyping

;é % C{nsteel(;'gl:oif'fgC?fgkstee:n

gy Intel® VTune™ Amplifier —— L

= ®

= < e e [Tl Intel® Trace Analyzer and Collector 8

4 MPI Profiler -

a b
(%]
=]

c - . ® 1 9]

9 Intel® Data Analytics Acceleration Library Intel® MPI Library =

9 Optimized for Data Analytics & Machine Learning —

£ Intel® Integrated Performance Primitives

é S Image, Signal, and Compression Routines

= ® :
g~ Intel® Math Kernel Library Intel® Threading Building Blocks

Optimized Routines for Science, Engineering, and Financial

Task-Based Parallel C++ Template Library

Intel® C/C++ and Fortran Compilers
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Intel” Advisor — Modernize Your Code
Optimize Vectorization & Prototype Threading

. | o A ihesaea  Modern Performant Code

§ utomatic’ Vectorization Not Enough = Vectorized (uses AVX, AVX-512)

. plicit pragmas and optimization often required .

it i = Efficient memory access

5 130x » Threaded

§ =" «— Threaded .

: e Intel Advisor

) = Adds & optimizes vectorization
— Y g’gﬁi;“;”m = Analyzes memory patterns
2010 2012 2013 2014 2016 2017 " Qu|ck[y prototypes threading

Faks New for 2018! (partial list)

The Difference Is Growing with Each New Generation of Hardware = Roofline analy5|s
Software and workloads used in performance tests may have been optimized for performance only on Intel .
microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, = FaSte r d ata CO l- leCtI O n
components, software, operations and functions. Any change to any of those factors may cause the results to vary. You .
should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, u M orerecommen d at| ons
including the performance of that product when combined with other products. For more information go to
http://www.intel.com/performance. Configurations for 2007-2016 Benchmarks at the end of this presentation Learn more: http://intel.ly/advisor-xe

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors.
T — " These optimizations include SSE2, SSE3, & SSSE3 instruction sets & other optimizations. Intel does not guarantee the availability, functionality, or
Optimization Notice effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use intel‘ . 33

Copyright © 2018, Intel Corporation. All rights reserved. with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable
*Other names and brands may be claimed as the property of others.  product User and Reference Guides for more information regarding the specific instruction sets covered by this notice. Notice Revision #20110804



http://intel.ly/advisor-xe
http://www.intel.com/performance

Intel® Inspector —- Memory & Thread Debugger

Find & Debug Memory Leaks, Corruption, Data Races, Deadlocks & more

0O/~ 0/~
Debugger Breakpoints Correctness Tools Increase ROI By 12%-21%

» Errors found earlier are less expensive to fix
o ms

1o @ Type Sources » Races & deadlocks not easily reproduced
FPL@  Mismatched allocation/dealld iy source = Memory errors are hard to find without a tool
HP2Z @  Memory leak Edit Source
S Debugger Integration Speeds Diagnosis
T eman et CreaeProbiemiepor.  ® Breakpoint set just before the problem
®P6 &  Memory growth = Examine variables & threads with the debugger
Diagnose in hours instead of months What's new in 2018
Learn more: http://intel.ly/inspector-xe = Fewer false positives

» C++ 17 stdi:ishared_mutex added
» Windows SRW Locks added

1 Cost Factors — Square Project Analysis
CERT: U.S. Computer Emergency Readiness Team, and Carnegie Mellon CyLab NIST: National Institute of Standards & Technology : Square Project Results

Roadmap Notice: All information provided here is subject to change without notice.
Contact your Intel representative to obtain the latest Intel product specifications and roadmaps.
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Legal Disclaimer & Optimization Notice
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