#

) Qde ling at NCAR:

Pushin tﬁe Frontiers of Weather
and Climate Prediction

«
¥
,?_' AR

Andrew Gettelman, NCAR 4

/
-

o
4 Thanks To: A

3 ) » , -
Lamarque, Davi‘s,’Z‘a’\rzye‘ki, Vertenstq'ln,‘s@ma;cck,.H. Liu, Solomon,
' ¢ '  Lawrence

(Chemistry, Meteorology, Climate, Space Wéawher, Computation)

Fe |
PRECTAMM N \ FLUT

0,0006+00 150 300 % 450 6.0006+02 900001 158 2% 203 3612640

1L LU LLLLLLELEL Tt T e L
s Emm .

- \: v - '

A . s




CEs’ﬁlzj iable resolyti
llrkm 'gloud . ‘

CFLUT
226 203 36126402

.ml.“.'mw“

0.000e+00
|1 1]

150 450




Motivation

Houston, Aug 31 2017

‘No one is killed by the global average mean temperature’

Climate change is how the tails are going to change

Beijing? No: Boise, ID, Sept 5 2017

Currently Active Wildfires in the U.S.

US Wildfires, Sept 6 2017 =~
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How did we get here? Where are we going?
Outline

* Who Am I? Why am | representing NCAR?
* Intro: Modeling the Earth System
* NCAR Community Modeling Tools

* Elements Of Community Modeling
* Infrastructure, Evaluation and Analysis

* Towards a Unified System
 Summary and Next Steps

Note: Just showing a few sponsors. But lots of contributors!

Office of
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All models are wrong. But some are useful.

—-George E. P. Box, 1976 (Statistician)

What is @ model?

A model is an imperfect representation

Ceci nest nos une fufie .



Model of a Building
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Models of a Car




Physical Model of San Francisco Bay




Numerical Model
Spreadsheet: O dimensions
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What is a Weather/Climate Model?

A numerical model of budgets (mass, energy)
Governed by equations (physical Laws)
Points in 3D

Horizontal Grid (Latitude-l.ongitudé)ﬁ '

Vertical Grid (Height or Pressure)
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Earth System Modeling

An accounting exercise constrained by physical laws

How does a geophysical model work?

* Agiant spreadsheet. Entries for ‘water’,
"heat’, ‘salt’, ‘carbon’, ‘wind’

* Account for each process in each box [ Horizontal Grid (Latitude-Longitude) |
(water in a cloud) Vertcal Grid (Helght o Pressure)

* Solve process equations each point

* Advance in time (and move variables
around in space) —

* Repeat S

Common Problems:

* Processes hard to describe at the right |
scale (imperfect) |y

* Need to derive physical laws at the right
scale (need observations)

BEE| BE| EEE| BEE e s <

This defines a finite element model of a physical system



Weather v. Climate Modeling

Climate is what you Expect, Weather is what you get

* Climate = distribution of possible weather (probability)

e Weather = Chaos

* Chaos theory developed by a meteorologist (Ed Lorenz, 1961)
* Simple model to explain why the weather is not predictable

Weather: Initial conditions critical +0

Climate: Independent of initial
conditions

distributions are the same, but
climate is different
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Chaos Theory: Lorenz Attractor

Pattern (climate) is stable
Nearby trajectories can be different (weather)

Climate

Weather




NCAR Community Models

What is ‘available’ Now

Community = Released and Supported
 WRF: Weather, Air Pollution

* CESM: Climate, Chemistry, Carbon, Land
* WACCM-X: Space Weather

* Hydrology Modeling

* Integrated Assessment

* Analysis Tools



Weather Research & Forecast Model

* Limited Area Mesoscale Model

* ARW and NMM dynamical cores

e Data Assimilation options (nudged)

* Wide array of available physical parameterizations
* Nesting possible

e Used for Research and Forecasting ra=se

-
dx=5km
0 UL e »

2 dx=15km ~

" @ WRF—RAP 15km ]
A Real Time Forecast %
% (Total Column H,0) - [adr=tshn

|WRF Nested Grids for Antarctica




Weather Research & Forecast Model
Used extensively for NWP around the world

* High-Resolution Rapid Refresh (HRRR) model: 3km over US.
Modified WRF with data assimilation

* Example: 17 hr forecast for now

HRRR-CAR 09/10/2017 (15:00) 17h fcst - Experimental Valid 09/11/2017 08200 UTC
Composite Reflectivity (dBZ

”»
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Community Earth System Model

Forcings:

e Greenhouse gases

e Manmade aerosols Chemistry

* Volcanic eruptions Atmosphere  (CAM6-Chem)
e Solar variability (CAM6)

FV1-SE dycores //gh-Top Atm

Biogeochemistry (WACCM6)

(Carbon-Nitrogen Cycles)

Land Coupler Sea Ice
(CLM5) (CIME2) (CICE5)

Surface Waves

(WavelWatch3)

Ocean Land Ice
(POP/MOMEG6) (CISM2)

Biogeochemistry
(Marine ecosystems)



ESMs: Adding Complexity

Growth of Climate Modeling

60s |70s |80s |90s 00s |10s
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CESM supports a range of climate science goals
through a Single Model Code Base

Desktop Small cluster HPC

Single column/ Lower resolution: Higher resolution:
Coarse resolution: Paleo/Large Ensemble CMIP
Physics development University research Breakthrough Science

l

Total (convective and large-scale)
precipitation rate (liq + ice)
1 | 1 1




CESM1,CESM2a

20t Century Global T, Anomalies

Anomalies (°C)
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CESM Coupled Carbon Cycle
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2014-01-01  COr CESM simulation

Ocean impact on
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WACCM: CESM with Chemistry

Monitoring and Predicting the Ozone Hole
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Space Weather (WACCM-X)

Whole Atmosphere Community Climate Model-eXtended

* Coupled WACCM (CESM+ Chemistry)
* Include thermosphere-ionosphere model (TIE-GCM)
* Represent surface to 500km

TEC, SD-WACCM-X, All - No Flare
Time: 2003-10-28 00:04

. JAJEEss 0 LT
WACCM-X |OnOSphere- <~lmjs.o 50 70 90 110 13.0 15.0>

total electron content (TECU)
ean = 0.1

total electron content response to solar flares oo b v



Data or Weather/Climate Model

One-way coupling Two-way coupling
WRF-Hydro Driver and
Data Assimilation Components

Conservative regridding and downscaling tools

Hydrology Modeling
WRF: Land Surface + Hydro

Column Subsurface Overland & Water
Land Flow Channel Management
Flow Modules
Routing

Modules

Surface Routing
Modules Modules

System

Integrated Hydrological Models

<
o
>
T
L
o
=

\ Snowpack/snowmelt Channel & Reservoir

Output Variables:
Column Land Surface Models: | EV2Potranspiration
_— Soil moisture/Soil Ice
+ | I Runoff Routing Models:
Radiation Exchange
Energy Fluxes

Plant Water Stress

1-wayc ng or )
. Output Variables:
2- oupling Streamflow
River Stage

Flow Velocity
Reservoir Storage

& Discharge

Output Variables:
Stream Inflow, Surface Water Depth, Groundwater Depth, Soil Moisture




Data Assimilation

"Initialized’” Forecast Experiments

* WRF-DA: Community DA system
 DART: NCAR Based Ensemble Kalman Filter (CESM)

Assimilation Schematic

DART i
* Run Ensemble members l
e Compare to Observations

* Find Increments
* Apply increments
* Repeat

Analysis

2 5 15407085

Forecast /

uncertainty

Probability of
precipitation (%)




Elements of Community Modeling

e Software Engineering: Robust frameworks
 Portability (different architectures)
* Analysis: Community Data (Climate Data Guide)

 Diagnostic Tools (Climate Variability, Diagnostics),
CMIP6 analysis framework

* Infrastructure: Hardware and Data systems (PIO,
storage). [Dave Hart talk later in the week]

* Community Governance

 Community Development (WRF, CESM examples;
community develops)



Software/Infrastructure Support

* NCAR Professional software engineers
* Groups ‘embedded’ close to scientists

e Software Engineering (design)
 Strive for ‘robust’ code, robust compile and run scripts

e Frameworks and APIs
* Defined interfaces

* Code management
* Repositories, moving towards open source

* Testing
 Verification Testing, basic bug testing, run testing

* Portability
 Verification, Testing on different machines, compliers
e Support for different architectures limited
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CLIMATE DATA ANALYSIS TOOLS MODEL EVALUATION EXPERT CONTRIBUTORS

ABOUT Site-wide Search

Data Discovery Guided by
Search and access 194 data sets covering the Atmosphere, Ocean, Land and more. Explore climate
indices, reanalyses and satellite data and understand their application to climate model metrics.
This is the only data portal that combines data discovery, metadata, figures and world-class
expertise on the strengths, limitations and applications of climate data. Discover it now.

- . ; -~
Experts > >

Data Set Overviews > >

Compare the attrlbutes, strengths and limitations of multiple data sets.
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Atmospheric Global Temperature Precipitation Data
Reanalysis: Overview & Data Sets: Overview & Sets: Overview &

Comparison Tables Comparison Table Comparison table

data: Overview,
Comparison table and
graphs

=y

https://climatedataguide.ucar.edu/

68
data experts have contributed to the
Climate Data Guide

JOIN US

Multiply the impact of your work by
announcing new data sets and
sharing your knowledge of the
strengths, limitations and
applications of particular data sets.

Ways to make an impact

Become a registered user of this site
Contribute a data set &:

assessment

Post a comment to any data set

page




Community Model Diagnostics

. Set Description . .
Example: 1 Tables of ANN, DJF, JJA, global and regional means and RMSE,  C 1ok o1 Plot Type

2 Line plots of annual implied northward transports.
Atmosphere 3 Line plots of DJF, JJA and ANN zonal means

4 Vertical contour plots of DJF, JJA and ANN zonal means

4a Vertical (XZ) contour plots of DJF, JJA and ANN meridional

means

5 Horizontal contour plots of DJF, JJA and ANN means

6 Horizontal vector plots of DJF, JJA and ANN means

7 Polar contour and vector plots of DJF, JJA and ANN means

# Annual cycle contour plots of zonal means

9 Horizontal contour plots of DJF-JJA differences

10 Annual cycle line plots of global means

11 Pacific annual cycle, Scatter plot plots

12 Vertical profile plots from 17 selected stations

13 Cloud simulators plots

14 Taylor Diagram plots

15 Annual Cycle at Select Stations plots

16 Budget Terms at Select Stations plots

Sre rrIEn e 4 oaw

WACCM Set Description
1 Vertical contour plots of DJF, MAM, JJA, SON and ANN zonal
means (vertical log scale)

Chemistry Set Description

1 Tables / Chemistry of ANN global budgets

2 Vertical Contour Plots contour plots of DJF, MAM, JJA, SON and
ANN zonal means

3 Ozone Climatology Comparisons Profiles, Seasonal Cycle and Taylor

Diagram

4 Column O3 and CO lon/lat Comparisons to satellite data

5 Vertical Profile Profiles Comparisons to NOAA Aircraft observations
6 Vertical Profile Profiles Comparisons to Emmons Aircraft
climatology

7 Surface observation Scatter Plot Comparisons to IMROVE

T v

-
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8 i fi
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Community Infrastructure

e Earth System Grid

* Sharing model data with the community

* CMIP6 Analysis Server

* Host model output for the community
* Prototype for CMIP5
* See discussion later in the week

 Community Tutorials (Human Infrastructure)
 CESM = 80 scientists/students
 WRF = 2x80 scientists/students
* On line tutorials as well



Community
Model
Governance

BioGeo- Polar
Chemistry Climate

Climate Engineering

Whole
Atmosphere

Climate
Variability
and
Change

http://www.cesm.ucar.edu/management



Community Development

Community Atmosphere Model (CAM®6)
Code from many different collaborators

NASA-GSFC, NOAA-GFDL

Dynamics )\ European Center (ECMWF)

Surface Fluxes, Drag

Atmos. Env. Research (AER)

U. Colorado Radiation

U. Nevada Reno | Optics

e

Deep Convection

Aerosols Univ Calif. San Diego
U. Wyoming Canadian Climate Ctr.
DOE-PNNL

Microphysics

Unified Turbulence

NCAR Univ. Wisconsin Milwaukee



Towards a Unified Framework
Now and Next Steps

* MPAS + WRF: more flexibility for weather

* High Resolution CESM: Variable Mesh

* CESM-MPAS: Weather to climate

* WACCM-X Space Weather in the same system
* Community Terrestrial Systems Model

* CIME: common framework for modeling &
Interoperable physics

e Unifying pieces (Chemistry, Clouds, Land)



for Prediction Across Scales EST.1943

U.S. DEPARTMENT OF Office of
M P A S NLA(H)S':':‘ A]Smgﬁ ENERGY scence
‘ Model

UNIFORM REGIONAL VARIABLE

MPAS: Next Generation Dynamical Core (Variable Mesh)
Coupled to limited sets (suites) of physical parameterizations
Usually run in global mode, with a variable (not nested) mesh
Typically refined mesh is a ‘mesoscale’ (3-20km)

Use parameterization methods from the mesoscale (WRF)



MPAS: Forecasts

5 day forecast for now. Initialized Thursday, 0Z. 60km with 15km over U.S.
Lines= 500hPa Geopotential Height, Colors: 500hPa Relative humidity

MPAS WP 60-15km 126h fcst

Init: 2017-09-06_00:00:00 UTC Valid: 2017-09-11_06:00:00 UTC

Relative humidity vertically interpolated to 500 hPa percent
ometric hejght interpojated to 500 hP

90N 2
250 = - . WG~ L ‘
el 3
60N e\ L
30N N = . ‘ "~ ol
4 ) o = ) o 4
ot 3 ) ; ‘w‘ ‘\ e AN~ > N . -
” o -7 p = . i A 3
o 3 *. W .y 1.
0 i al -
- % o
30S
0
60S
s 2 |.
2 + » = “sd o ﬁ’;é’ . s
90S T I T T T T

1 1 1 I 1 1 1
height_500hPa contours from 450 to 6030 by 60 m, 5 smoothing passes

180 150W 120W 90W 60W 3

0 10 20 30 40 50 60 70 80 90 100

percent

crealed Sep 05 2017 23:05:39 MDT



MPAS: Forecasts

5 day forecast for now. Initialized Thursday, 0Z. 60km with 15km over U.S.
Lines= 500hPa Geopotential Height, Colors: 500hPa Relative humidity




WRF and MPAS Development Plans

Regional NWP

Urban
meteorology

Global NWP

Tropical cyclone/
hurricane prediction

Integrated global
/regional NWP

LES modeling Convection permitting

hazardous weather forecasting

Regional atmospheric chemistry
research

Global atmospheric
chemistry research

Nested regional
climate modeling

Ensemble (EnKf), variational and
Hybrid DA

Global/regional

Obs/grid nudging >lobs o
climate modeling

applications

Idealized simulations
across scales

Seasonal
prediction

Regional air-quality
forecasting

Fire model
coupling

Goal: Common Physics and DA & Common Code
Repository (and development) for WRF, MPAS



CESM

Regional refinement to the Mesoscale

Regional-refinement in CAM6 (AMIP) with the

Spectral Element (SE) and MPAS dynamical cores <

T
W
R

Testing down to 3km over US (here 14km)

Precipitable water Sept 23-Oct 3, 111 km -> 14 km Slide from C. Zarzycki

40
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WACCM-X 2.0

Unified Geo-space Modeling

Response of
Thermosphere to
Surface wave forcing

25km global version of
CESM WACCM-X

500m vertical
resolution to 140km

10K cores on NWSC
Yellowstone

3 days of simulation
shown

Liu et al., 2014




Community Terrestrial Systems Model (CTSM)

for research and prediction in climate, weather, water, and ecosystems

CLM (CGD)

Unify land modeling across NCAR/UCAR

* Better use of NCAR and community
resources

* Accelerate advances, minimize duplication of
effort, centralized support

* Increase flexibility and robustness of process
representation, spatial discretization, and

numerical solution
* Enable better hypothesis-driven science

* Integrate land modeling research community



CIME: Common Infrastructure for Modeling Earth
(new python-based CESM infrastructure)

Science code
Restricted or Public

Infrastructure
PUBLIC Open Source Github
Repository

A4 t
Paradigm for
DOE, NOAA, NSF
Infrastructure
Collaborations :
Driver-Coupler :>
Data Models DOE/ACME
Scripts

Repositories

System/Unit testing
Mapping Utilities

ESPC and/or
NOAA/NEMS

addresses needs of multiple efforts



Moving Forwards: New CIME Driver/Mediator will enable
community collaboration

CIME
Mediator

Coupler




Bringing it all together

e Common Framework
* ‘Architecture’, Coupling (CIME)

* Atmosphere
e Common Driver (Framework, API)
 Common Physics packages: goal ‘work across scales’

* Land: Sequence of linked models
* Water, soil model
* Ecosystems
* Hydrology, Runoff



Interoperable ‘components’

* Hierarchy of models from simple to complex
* Danger: trying to do too many things

* Robust releases of defined models
* Limited definitions for community
* More options for development, exploration




Atmosphere: ‘ Host Model ‘
Interoperable Physics
Neptune (Navy)

NUMA
NOAA-NGGPS SE MPAS

FV3

Community Physics
Driver (CPD)

NCEP Physics Navy Physics
(GFS) NCAR Community

Physics Package

HRRR/RAP physics from ESRL
WRF/MPAS suites from MMM
CAMSG6 physics from CGD
Atmospheric chemistry*

git repository(ies)

Weather: Physics orbits around the dycore (multiple physics)
Climate: Dycore orbits around the physics (one physics)



Earth-System Modeling: System of Ecosystems
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respiration
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eposition

respiration

---- - = Denitrification

K‘/\
Mediator/
Atmosphere Coupler
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Thanks: C. Davis NOh'MP, RF'H)’d ro



Simulate This
Hurricane Harvey

.

. . " : ,t;‘ § -ﬁ_ f 5 , «‘“_‘ o, i :
Forecast/Hindcast: Harvey, 27ug 2017

* Coupled model (ocean and atmosphere)

e Data assimilation (initialized)

e High Resolution Regional (15km, or even 3km)

* Land surface and Hydrology (runoff, flooding) model

* Understanding/Simulating current storms necessary for:
* Forecasts of future events (Weather)
* Prediction of climate change impacts on Hurricanes



Getting There Fast

* 15km Hydrostatic CESM2-SE
* Non-hydrostatic CESM2-MPAS

* Above simulations available next year
e Gettelman et al, Zarzycki et al

e Testing: 3km CESM2+MPAS
* Modified physical parameterizations
* Global coupled model framework
* Do simulations make sense?
e Similar to WRF forecast capability

» Can we go from global €< - local
* Not now. But conceptually possible.
* Closer than you might think




Summary

* NCAR community modeling spans seconds to centuries

* Tools are growing together: Seamless prediction
* From weather to climate and back

e Future is a ‘common framework’ (not one model)
* Getting there fast
* Scientifically exciting: now testing 3km CESM-MPAS

e Community is key at all levels

 Strategic planning, governance, development, analysis

e Collaboration with other centers (e.g NOAA, NASA, DOE,
ECMWF)



Way Forward

What does this mean for hardware/software?

* Inter-operable software, working with community
 Efficient and portable code

Higher resolution = more data
e Shorter forecasts = throw out data
* Balance of computations v. data storage

Does this mean we are headed to the cloud?
» Already staying at a center for data/output (not moving data)
* Will computation go there next?

People or machine limited?
* Software engineering well below industry standard (FTE/lines of code)
* More human resources = faster development
* So, merge with other communities to expand (Weather <> Climate)

New Architectures
* New code is expensive to write (or rewrite)
* Millions of lines of ‘legacy code’

New methods possible
* Emulation, machine learning, ‘training’



